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ABSTRACT
Most applications of interactive multimedia require the data to
arrive within the specific acceptable end-to-end latency (i.e., meet-
ing deadline). To avoid efforts being wasted, the content must
reach the destination before the deadline. In our work, we propose
DAP (Deadline And Priority-aware congestion control) to achieve
high throughput within acceptable end-to-end latency, especially
to send high-priority packets while meeting deadline requirements.
DAP is mainly composed of two modules: i) the scheduler decides
which packet should be sent at first w.r.t the reward function with
fully considering the packets’ priority, deadline, and current net-
work conditions. ii) the deadline-sensitive congestion control module
transmits packets with high efficiency while guaranteeing the end-
to-end latency. Specifically, we propose an improved packet-pair
scheme to adjust the best congestion window (corresponding to
the Bandwidth-Delay Product) and to update the instant sending
rate by current queue length. Experimental results demonstrate
the significant performance of our scheme and DAP ranks first in
both the training phase and final phase of the ACM MM 2021 Grand
Challenge: Meet Deadline Requirements.
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1 INTRODUCTION
Recent years have seen explosive growth in the requirement of live
or interactivemultimedia applications, such as VR, AR, video confer-
encing apps, etc [7]. Different from recent conventional multimedia
services (e.g., video-on-demand (VOD) streaming [1, 2]), the quality
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of experience (QoE) of such applications is greatly influenced by
the contents marked by the different priority and deadline require-
ments. For example, in the tile-based 360 video streaming [18], each
tile’s deadline is its playback time minus local processing time. And
the priority of each tile can be set according to the user’s viewpoint.
In such scenarios, the priority of the tiles in the viewpoint is higher
than the others [17]. Users will feel satisfied if the tiles with higher
priority are successfully transmitted on time. Otherwise, missing
the deadlines of tiles in the viewpoint will severely degrade the
users’ experience [16].

In this study, we model the aforementioned tasks as the delay-
sensitive multimedia streaming, in which the data are often trans-
mitted in blocks (e.g., chunks in live video streaming, frames in
video conferencing) [14, 16]. A block, consisting of several packets,
has its priorities and deadline requirements. It’s quite challenging
for a congestion control algorithm to ensure users’ QoE for delay-
sensitive multimedia streaming since the algorithm has to i) decide
which data block to send first, aiming to achieve a higher priority
score on the blocks that satisfying the deadline requirements, and
ii) consider how to adapt the current network bandwidth with high
throughput and low end-to-end delay (§2).

Nevertheless, off-the-shelf congestion control algorithms (CCAs)
suffer from several key issues in delay-sensitive multimedia stream-
ing. On the one hand, recent popular CCAs, such as CUBIC [9]
and BBR [5], increase the data in flight (data sent but not yet ac-
knowledged) to detect the bottleneck size of the current network.
However, such operations may cause high queueing delay or even
congestion, and eventually, the blocks will possibly miss the dead-
line. Meanwhile, delay-based congestion controls (e.g., Copa [4])
and real-time rate control algorithms (e.g., GCC [6]) send data pack-
ets conservatively in pursuit of end-to-end target latency, resulting
in low bandwidth utilization. On the other hand, existing schemes
lack support for the deadline requirement, and very few control
approaches can customize priority scheduling in their services [16].
Salsify [8] allows the sender to send frames with different frame
types, while it requires a specific video encoder. Rebera [13] dynam-
ically sends or drops the encoded frames for avoiding congestion
events. However, it seldom considers the heterogeneous deadline
requirements on video and audio frames. To that end, how to design
a novel congestion control scheme that helps tame the complexity
of delay-sensitive transmission tasks? (§3.1)

In this paper, we propose Deadline And Priority-aware congestion
control (DAP), a deadline and priority aware approach for delay-
sensitive multimedia streaming (§3). DAP is mainly composed of
two modules, i.e., the scheduler and the deadline-sensitive conges-
tion control module. Technically, given a list of blocks with differ-
ent priorities and deadline requirements, the scheduler leverages
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Figure 1: The System Overview of Delay-sensitive Multime-
dia Streaming.

a reward function to help determine which packet of which block
should be sent at first (§3.2). Here the reward function is determined
by several critical features, including packets’ priority, deadline,
and current network status. The proposed congestion control mod-
ule can be viewed as the renascences with modified packet-pair
methodologies [12], as it estimates the current Bandwidth-Delay
Product (BDP) by sending the appropriate packet-pairs and controls
the queue length by adjusting the congestion window size (§3.3).
Subsequently, from the long-term perspective, the goal of DAP is
to pick the high-priority packets of blocks within the acceptable
deadline as much as possible, and it sends the packets with high
throughput and low end-to-end delay.

We evaluate DAP over different scenarios, including various
deadline-requirements, background flows, and network traces (§4).
Using trace-driven emulation, we demonstrate that the DAP consis-
tently outperforms state-of-the-art congestion control schemes on
the overall QoE by 30.31%-43.5% (§4.2). Through further ablation
studies, we show that both the two modules of DAP help improve
the performance from different perspectives. Moreover, we give
feasible suggestions for enhancing other congestion control ap-
proaches (§4.3). Finally, DAP ranks first in the both training phase
and final phase of ACM MM 2021 Grand Challenge: Meet Deadline
Requirements [3], which shows the advantages of our scheme.

2 SYSTEM OVERVIEW
The typical system workflow of delay-sensitive multimedia stream-
ing is illustrated in Figure 1. As shown, the system consists of a
sender and a receive. The sender leverages a scheduler and a con-
gestion control module to deliver blocks, in which the block has its
priority and deadline requirements. Once a block is sent to the trans-
port layer by the sender side, it will be integrated into a scheduled
queue. Then the scheduler picks the proper packet to send, where
the packets are segmented from blocks. The congestion control
module sends the packets and collects useful information such as
ACK and packet loss for avoiding congestion events. Finally, the
network states (eg., receive rate, RTT, and loss ratio) are fed back
to the scheduler for deciding for the next time slot.

3 DAP MECHANISM
We propose DAP (Deadline And Priority-aware congestion control)
to achieve high throughput while meeting acceptable end-to-end
latency. The aim is tomaximize the quality of experience (QoE) of all
blocks (§3.1). Our proposed scheme includes two parts: i) a scheduler
used to decide which packet should be sent at first according to our
designed reward function, in which the packets’ priority, deadline,

and current network conditions are considered (§3.2). ii) a deadline-
sensitive congestion control algorithm used to transmit packets in
high efficiency while preserving the end-to-end latency (§3.3).

3.1 Problem formulation
Here we refer to the QoE model specified by ACM MM 2021 Grand
Challenge: Meet Deadline Requirements [3]. For block 𝑛, we denote
its priority as 𝑃𝑛 . Therefore, when block𝑛 arrives before its deadline,
the QoE improvement can be expressed as 𝜙 (𝑃𝑛). And the block
with high priority, which is significant to QoE, corresponds to high
𝜙 (𝑃𝑛). What’s more, if block 𝑛misses its deadline, it will deteriorate
QoE which is expressed as𝜓 (𝑃𝑛) with discount factor `. Thus, the
QoE of block 𝑛 can be written as

𝑄𝑜𝐸𝑛 = 𝜙 (𝑃𝑛) ∗𝑚𝑒𝑒𝑡𝑛 − ` ∗𝜓 (𝑃𝑛) ∗ (1 −𝑚𝑒𝑒𝑡𝑛), (1)
where𝑚𝑒𝑒𝑡𝑛 is a binary-state value and indicates whether block
𝑛 arrives before its deadline (i.e., 𝑚𝑒𝑒𝑡𝑛 = 1 means block 𝑛 met
deadline,𝑚𝑒𝑒𝑡𝑛 = 0 means block 𝑛 missed deadline).

The deadline of block 𝑛 is denoted as 𝑇𝑛 (the block should be
transmitted successfully before 𝑇𝑛 , otherwise it will be dropped
even it is received). In practice, each block is packed up into one or
more packets before transmission. We assume block 𝑛 is consisted
of𝑊𝑛 packets, and each packet is arrived at time 𝑡𝑛

𝑖
,∀1 ≤ 𝑖 ≤𝑊𝑛 .

Then we have

𝑚𝑒𝑒𝑡𝑛 =

{
1, if 𝑡𝑛𝑖 ≤ 𝑇𝑛, ∀1 ≤ 𝑖 ≤𝑊𝑛

0, otherwise (2)

At last, the transmission problem for the deadline requirements

can be formulated into a maximization problem as max
𝑁∑
𝑛=1

𝑄𝑜𝐸𝑛 ,

subject to Eq. 1 and Eq. 2, and 𝑁 is the total number of blocks.
To better obtain QoE (Eq. 1), we attempt to tackle the following

challenges:i) which packet or block should be sent at each certain
moment? ii) how to determine the sending rate to balance the delay
and throughput?

3.2 Scheduler
The scheduler aims to answer the first question of the above section:
which packet/block should be sent at each certain moment? The
intuition for designing a scheduler is that the block with the highest
priority or least deadline should be sent at first. However, only
considering one factor for scheduling is not suitable. For example, a
block with the highest priority may have a very large deadline, and
there is no need to send it immediately especially there are some
urgent blocks. Moreover, the block size is required to schedule
as a block with a big size occupies more network resources for
successful transmission.

In our proposed scheduler, we propose a reward function for
each block, in which the blocks’ priority, size, deadline, and current
network conditions are considered. We pick the block with the
highest reward. Meanwhile, instead of scheduling the whole block
for sending, once an ACK packet arrives, we update the rewards
for all the blocks, and then only fetch the first packet of the block
with the highest reward for alternative sending.

For block 𝑛, it is consisted of𝑊𝑛 packets. The size of 𝑖𝑡ℎ packet is
𝑠𝑛
𝑖
,∀1 ≤ 𝑖 ≤𝑊𝑛 (in bytes) with an indicator 𝑥𝑛

𝑖
to denote whether
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packet 𝑖 has been received, i.e., 𝑥𝑛
𝑖

= 1 if packet 𝑖 has arrived
before deadline, otherwise 𝑥𝑛

𝑖
= 0. Besides, at a certain moment

𝑡 , we assume the network bandwidth is 𝑏𝑤 (𝑡) in 𝑘𝑏𝑝𝑠 and packet
loss ratio is 𝑝𝑙𝑟 (𝑡). To guarantee the packet can be transmitted
successfully, re-transmission is adopted. Specifically, 𝑖𝑡ℎ (∀1 ≤ 𝑖 ≤
𝑊𝑛) packet of block 𝑛 will be sent (including re-transmission) 𝑘𝑛

𝑖
times to guarantee the equivalent packet loss ratio (the packet is
still lost even under re-transmission) is no more than Y (typically,
Y = 0.01) with

𝑘𝑛𝑖 = ⌈𝑙𝑜𝑔Y
𝑝𝑙𝑟 (𝑡 ) ⌉ (3)

Thus, to make sure that block 𝑛 can arrive successfully, the
remaining size (including re-transmission) that needs to be trans-
mitted is

𝑆𝑛 =

𝑊𝑛∑
𝑖=1

𝑠𝑛𝑖 ∗ (1 − 𝑥𝑛𝑖 ) ∗ 𝑘
𝑛
𝑖 (4)

and it will consume time duration 𝑑𝑛 in seconds with

𝑑𝑛 =
𝑆𝑛 ∗ 8

𝑏𝑤 (𝑡) ∗ 1000 . (5)

Note that we have adopted an equivalent packet loss ratio, rather
than block loss ratio, to guarantee the blocks’ transmission reliabil-
ity for simplicity.

Then, we define the reward for block 𝑛 as

𝑅𝑛 =
𝜙 (𝑃𝑛)
𝑆𝑛

∗ 𝑓 (𝑇𝑛 − 𝑡𝑐 , 𝑑𝑛) (6)

where 𝜙 (𝑃𝑛)
𝑆𝑛

is the normalized QoE improvement, 𝑡𝑐 is the current
time and 𝑇𝑛 − 𝑡𝑐 denotes the available time for transmitting block
𝑛 before its deadline. 𝑓 (𝑇𝑛 − 𝑡𝑐 , 𝑑𝑛) is the success ratio for block 𝑛
arriving before its deadline and it is given as

𝑓 (𝑇𝑛 − 𝑡𝑐 , 𝑑𝑛) =

min(1, [ ∗ 𝑇𝑛 − 𝑡𝑐

𝑑𝑛
),𝑇𝑛 − 𝑡𝑐 ≥ 0

0,𝑇𝑛 − 𝑡𝑐 < 0
(7)

where [ is the discounted factor.
Now, whenever a packet can be sent according to our congestion

control algorithm introduced in the next section, the rewards of
all blocks are updated and the first packet of block 𝑛∗ is fetched to
sent with 𝑛∗ = argmax

𝑛
𝑅𝑛 .

3.3 Deadline-sensitive congestion control
Then, we move to the second question: how to determine the sending
rate? Excessive sending rate will cause high queuing delay even
congestion, while too low sending rate means waste of resources,
both will harm the experience of users.

When the in-flight is no more than the Bandwidth-Delay Product
(BDP), no queuing delay occurs and the lowest end-to-end delay
is achieved. In other words, too small in-flight will lead to low
bandwidth utilization. Thus, in this work, we consider adjusting the
congestion window (sending rate) to control the in-flight towards
the estimated BDP.

At any certain time 𝑡 , when a packet is acked or lost (by packet
loss detection mechanism), the binary-state indicator 𝑏 (𝑡) is up-
dated that if 𝑏 (𝑡) = 1, it denotes the network is blocked and no
packet will be sent, otherwise, at least 𭟋(𝑡) packets, named chunk,
will be sent simultaneously. 𭟋(𝑡) is used to make sure that at least

two packets are acknowledged in order (first sent, first acknowl-
edged). Generally, 𭟋(𝑡) is set to 2 if no packet disorder happens
during transmission, and it is increased (generally no larger than 6)
according to the disorder level.

Therefore, for the chunk sent at time 𝑡 , there are 𭟋(𝑡) packets
with sending time 𝑠𝑡𝑖 (𝑡) and acknowledgement time 𝑎𝑡𝑖 (𝑡),∀1 ≤
𝑖 ≤ 𭟋(𝑡). Since all the 𭟋(𝑡) packets are sent simultaneously, we
have 𝑠𝑡𝑖 (𝑡) ≈ 𝑠𝑡 𝑗 (𝑡),∀1 ≤ 𝑖, 𝑗 ≤ 𭟋(𝑡). Average transmission time
for a single packet 𝜏 (𝑡) can be approximately expressed by the time
difference of acknowledgements:

𝜏 (𝑡) =

∑
𝑖, 𝑗

𝑎𝑡 𝑗 (𝑡 )−𝑎𝑡𝑖 (𝑡 )
𝑗−𝑖∑

𝑖, 𝑗
Γ(𝑖, 𝑗) , ∀1 ≤ 𝑖 < 𝑗 ≤ 𭟋(𝑡) & 𝑎𝑡𝑖 (𝑡) < 𝑎𝑡 𝑗 (𝑡) (8)

where disordered packets are ignored, and Γ(𝑖, 𝑗) = 1 if 𝑖 < 𝑗 ,
otherwise Γ(𝑖, 𝑗) = 0. Then, the best congestion window, under
which the in-flight is equal to the BDP, is given as

𝑐𝑤𝑛𝑑∗ =
𝑅𝑇𝑇𝑚𝑖𝑛 (𝑡)

𝜏 (𝑡) (9)

where 𝑅𝑇𝑇𝑚𝑖𝑛 (𝑡) is the estimated minimal RTT at time 𝑡 .
With the congestion window 𝑐𝑤𝑛𝑑∗, the packets are sent by

solving the following sub-problems: i) whether the network is con-
gested? i.e., how to determine the value of 𝑏 (𝑡) at time 𝑡? ii) how
many packets should be sent simultaneously?

First, we use 𝐼𝐹𝑃 to denote the in-flight packets and it is ini-
tialized to zero. Whenever a packet is sent, we plus one to 𝐼𝐹𝑃 .
Meanwhile, 𝐼𝐹𝑃 minus one when a packet’s acknowledgement
arrives or it is detected lost. At time 𝑡 , 𝑏 (𝑡) is updated as

𝑏 (𝑡) =
{
1, 𝑖 𝑓 𝐼𝐹𝑃 >= 𝑐𝑤𝑛𝑑∗

0, 𝑒𝑙𝑠𝑒
(10)

And then, the number of packets should be sent is give:

𝑁𝑃 (𝑡) =
{
𝑚𝑎𝑥 (𭟋(𝑡), 𝑐𝑤𝑛𝑑∗ − 𝐼𝐹𝑃), 𝑖 𝑓 𝑏 (𝑡) = 0
0, 𝑖 𝑓 𝑏 (𝑡) = 1

(11)

From Eq. 11, we can see that 𝑁𝑃 (𝑡) packets can be sent simulta-
neously. Here𝑚𝑎𝑥 (𭟋(𝑡), 𝑐𝑤𝑛𝑑∗ − 𝐼𝐹𝑃) is to make sure that at least
two packets are acknowledged in order. Though it may send more
packets when 𭟋(𝑡) >= 𝑐𝑤𝑛𝑑∗ − 𝐼𝐹𝑃 at time 𝑡 , it doesn’t matter in
the following round, fewer packets will be sent for compensation
automatically. Besides, when 𭟋(𝑡) < 𝑐𝑤𝑛𝑑∗−𝐼𝐹𝑃 , pacing is adopted
to avoid too big burst.

4 EVALUATION
4.1 Methodology
Testbed.We use a trace-driven simulator provided by ACM MM
2021 Grand Challenge [3] to test and optimize DAP. The simulator
is written by Python, which can evaluate the solution via both no
background flow and competition with background flow. The block
datasets have two parts: block traces and background flows. The
block traces divide the test case into 3 scenarios: 1) fixed deadline
with three different priorities, 2) real-time multimedia (video and
audio), and 3) dynamic priority and deadline requirement. The
background flow has three different patterns: the web flow (e.g.,
Google Search), the video flow (e.g., YouTube), and the real-time

Session 33: Multimedia Grand Challenge MM ’21, October 20–24, 2021, Virtual Event, China

4742



0 250 500 750 1000 1250 1500
Average QoE

0.0

0.2

0.4

0.6

0.8

1.0

CD
F

DAP
BBR
Copa
Reno
DRL

(a) All Scenarios

0 200 400 600 800 1000
Average QoE

0.0

0.2

0.4

0.6

0.8

1.0

CD
F

DAP
BBR
Copa
Reno
DRL

(b) S. 1: fixed deadline, dynamic priority
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(c) S. 2: real-time multimedia
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(d) S. 3: dynamic deadline and priority
Figure 2: Comparing the performance of DAP with existing CCAs in three representative scenarios provided by [3]. Results
are evaluated with QoE metrics described in Eq.1, plotted by CDF curves.

flow (e.g., Game Online Streaming). Furthermore, we adopt the
network traces dataset provided by [3], which includes 118 network
traces generated from 36 different patterns, bandwidth ranging
from 0.1Mbps to 40Mbps. For each scenario, we sweep through all
considered conditions to evaluate each scheme.
Baselines. We take recent representative CCAs as the baselines,
including Reno [10], a typical loss-based approach; Copa [4], a
delay-based heuristic, which computes the target sending rate by
estimating minimum delay; and BBR [5], a hybrid approach that
builds an explicit model via available bandwidth and RTT.Moreover,
we also train a neural network model via the deep reinforcement
learning (DRL) method PPO [15]. We use a similar state and action
space with Aurora [11]. The policy is learned by maximizing the
QoE objective function (Eq. 1).

4.2 DAP vs. Baselines
Trace-driven Results. Figure 2 plots the CDF curve of QoE across
all scenarios respectively. Here we find that DAP outperforms ex-
isting baselines over all considered video scenarios, with the im-
provements on average QoE of 43.5% (Copa), 39.12% (BBR), and
30.31% (DRL). It makes sense that DAP leverages the deadline &
priority-based scheduler and the deadline-aware congestion con-
trol, which can not only guarantee the overall miss rate but also
reduce the end-to-end latency. With further analysis, we find that
DAP improves 26.34% on scenario 1, 51.05% on scenario 2, and
42.97% on scenario 3 compared with BBR. The performance of BBR
heavily depends on the scenario services. For example, in scenario
2 (real-time multimedia streaming scenario), BBR has to estimate
the maximum bandwidth via filling the pipe, resulting in poor per-
formance. The same conclusions can be found in the comparison
results of Copa (i.e., 35.12% on scenario 1, 42.72% on scenario 2,
and 49.93% on scenario 3). Copa is a delay-based scheme that per-
forms well in real-time multimedia streaming but it fails to achieve
acceptable performance in Scenario 1 and Scenario 3.
Final Competition Results. Moreover, DAP is well behaved in
the unseen networks and requirements. MM Grand Challenge con-
sists of a training phase and a final phase. Our team (Kwai2021)
ranks first with an overall score of 5012.26 [3], which yields the
effectiveness and generalization capacity of DAP.

4.3 Ablation Study
Comparison of different schedule strategies. Table 1 reports
the overall QoE of DAP and baselines with different schedule poli-
cies, where the results are collected under all scenarios. As shown,
we find that our proposed scheduler can significantly help vari-
ous algorithms improve the performance, not only DAP but also

Table 1: Performance of using different schedule policies.

Deadline-First Priority-First Proposed Scheduler
Reno 20.9 ± 26.92 269.11 ± 141.04 327.1 ± 131.31
Copa 684.11 ± 365.46 878.42 ± 260.46 890.08 ± 249.54
BBR 731.69 ± 385.07 892.29 ± 283.61 904.19 ± 270.14
DAP 753.22 ± 380.95 914.33 ± 254.43 924.39 ± 244.78
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Figure 3: Comparison of different CCAs. We use our pro-
posed scheduler for all algorithms.

other schemes. Surprisingly, one counter-intuitive fact is that the
priority-first scheduler performs only 1%-21% lower than our pro-
posed scheduler. We consider discussing it in future work.
Analysis of Congestion Control Algorithms. Figure 3 shows
the CDF of the average throughput and 95% RTT.We can clearly see
that although DAP doesn’t provide the highest throughput (slightly
lower than the best scheme Copa by 3.23%), it enormously re-
duces the end-to-end latency by 11.16%-40.29% compared with
baselines. Such observations prove that transmitting streams with
high throughput and low latency does impact the QoE. Moreover,
as much as the DRL-based method obtains both low throughput and
high latency, it also reaches acceptable QoE over all scenarios (see
in Figure 2). One of the underlying reasons is that the DRL-based ap-
proach is trained via maximizing the QoE objective function rather
than network metrics, and thus, it may learn another strategy that
diverges from our actual demand. While such results also shed light
on other possible ways to fulfill users’ experience.

5 CONCLUSION
In this paper, we proposed a novel deadline and priority-aware con-
gestion control approach, namely DAP. DAP was a delay-sensitive
scheme that leverages a scheduler to pick the packet with high
priority in deadline requirement and designed a novel deadline-
sensitive congestion control algorithm to achieve high throughput
and low latency. DAP ranked first in the both training and final
phase of the ACM MM 2021 Grand Challenge. For future work, we
attempt to deploy DAP in the real world and tap the potential of
utilizing it in the cloud gaming scenario.
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